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Abstract
Predicting drug exposures using population pharmacokinetic models through Bayesian forecasting software can improve 
individual pharmacokinetic/pharmacodynamic target attainment. However, selecting the most adapted model to be used is 
challenging due to the lack of guidance on how to design and interpret external evaluation studies. The confusion around the 
choice of statistical metrics and acceptability criteria emphasises the need for further research to fill this methodological gap 
as there is an urgent need for the development of standards and guidelines for external evaluation studies. Herein we discuss 
the scientific challenges faced by pharmacometric researchers and opportunities for future research with a focus on antibiotics.

Key Points 

An abundance of population models is generally avail-
able for a single drug, particularly for antibiotics.

The growing clinical awareness of model-informed 
precision dosing has led to several population pharma-
cokinetic model external evaluation studies.

Choosing the most appropriate model to be used for 
Bayesian forecasting is challenging given the lack of 
guidance on how to appropriately design and interpret an 
external evaluation study.

1 Introduction

Model-informed precision dosing (MIPD) is increasingly 
being used to support clinical decision-making for dose 
individualisation. It typically involves the combination of 

population pharmacokinetic/pharmacodynamic (PK/PD) 
models and knowledge about the individual patient through 
Bayesian forecasting software. It can either be used a priori 
(solely based on patient covariate data) to determine the 
most optimal starting dose, or a posteriori (based on covari-
ate data in combination with one or more observed thera-
peutic drug monitoring [TDM] levels) to yield a Bayesian 
posterior parameter distribution necessary to predict the 
next dose that will result in optimal drug exposure [1, 2]. 
However, most population models are developed with clini-
cal data (either retrospectively collected TDM data or pro-
spective clinical trials) covering specific age groups, body 
compositions, genotypes, dosing regimens, indications, and 
comorbidities. One must therefore remain cautious when 
selecting a model to make predictions in an independent 
patient population because its predictive performance will 
determine the robustness of the estimated exposure and the 
resulting dose recommendations [3]. The development, 
evaluation, and clinical implementation of population PK 
models in clinical practice is illustrated in Fig. 1.

Model-informed precision dosing and model transfer-
ability are particularly of interest for antibiotics given that 
the rapid emergence of antimicrobial resistance and the 
shortage of new antibiotics are one of the biggest threats 
to health care [4]. These antibiotic-resistant infections 
significantly increase hospitalisation durations, mortality 
rates, and costs for the health care system [5, 6]. Globally, 
an estimated 4.95 million deaths in 2019 were associated 
with antimicrobial-resistant bacterial infections [7]. The 
importance of optimising dosing regimens of existing 
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antibiotics is therefore increasingly being recognised to 
achieve appropriate target concentrations at the site of 
infection [8].

Although several examples demonstrate the useful-
ness of treating individuals rather than a population [2, 
9–11], MIPD has not yet become integrated into clinical 
practice on a large scale [12]. Some barriers towards the 
implementation of model-based dose individualisation in 
a clinical setting include high costs for some software 
licences, the lack of clinically oriented training in Bayes-
ian PK and the lack of acceptance of more complex dos-
ing strategies by prescribers [13]. There may also be some 
confusion regarding the choice of PK model to be used 
for MIPD.

Despite the importance of external evaluation studies 
for assessing the performance of population PK models 
in new patient populations, there are currently no widely 
accepted guidelines for conducting such studies. This lack 
of standardisation poses a challenge for the development 
and implementation of MIPD, as it makes it difficult to 
determine the validity of a population PK model in a new 
patient population. The absence of clear guidelines for 
conducting external evaluation studies, such as methods 
for selecting appropriate evaluation criteria or appropri-
ate statistical metrics and their associated thresholds, can 
limit the accuracy and reliability of model predictions, 
which in turn hinders the uptake and integration of MIPD 
in clinical practice. The objective of this manuscript is 
to provide an overview of the current state of the field 
of external evaluation studies for population PK models, 
highlight its limitations, and identify opportunities for 
future research.

2  Leveraging Existing Population Models 
Through Evaluation 

An increasing number of antibiotic population models 
have been developed over the past decades resulting in 
many models for the same drug in the same population, 
not necessarily adding anything new to our knowledge on 
the drug’s PK (e.g., same reported covariates or similar 
parameter values [14–17]. Although Duffull and Wright 
have reported that repeated analyses may be desirable 
when authors provide new information under a specific 
set of study conditions, additional work on the structural 
and covariate model for a well characterised drug is prob-
ably unhelpful [18]. This highlights the importance of 
leveraging existing population models through external 
evaluations rather than developing new models.

There are several common methods used to evaluate 
population pharmacokinetic models. Prediction-based 
methods involve comparing the model's predictions to 
observed data, while simulation-based methods derive 
from the concept of the posterior predictive check [19], 
which states that if a model accurately describes a set of 
observations, the simulated data under that model should 
be similar to the observed data [20, 21]. Some common 
methods for prediction-based evaluation include goodness-
of-fit plots or residual errors, while a common method 
for simulation-based evaluation includes visual predictive 
checks [22]. These methods are mostly used for internal 
evaluation of the model, which involves evaluating the 
model using data from the same population from which 
the model was derived [23]. However, as we will discuss 

Fig. 1  Development, evaluation, and clinical implementation of pop-
ulation PK models. CLi Bayesian posterior individual clearance esti-
mate, CLpop population clearance, DV dependant variable (observed 
concentration), GOF goodness-of-fit, IPRED individual-predicted 
concentration, MAP maximum a posteriori probability, NPDE nor-

malised prediction distribution error, PRED predicted concentration, 
Vdi Bayesian posterior individual volume of distribution estimate, 
Vdpop population volume of distribution, VPC visual predictive 
check
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in the following section, external evaluation is necessary 
to ensure the validity and reliability of the model in a dif-
ferent population or clinical setting [24].

3  Lack of Guidelines in the Design 
of External Evaluation Studies

Considering the complex statistical methodology involved 
in the use of population models in a clinical setting, external 
evaluation is considered the most stringent method to assess 
their predictive performance and transferability to other 
clinical centres [22]. In 1997, Mentré and Ebelin defined 
“model validation” as the assessment of the predictability 
of the model and estimates for further inferences [25]. In 
2001, Yano, Beal, and Sheiner proposed to use the weaker 
term “evaluation” rather than “validation” as the authors 
considered that one cannot truly validate a model [19]. It 
is common for the external evaluation dataset to include 
only a limited number of subjects under limited conditions. 
Therefore, an external evaluation study generally confirms 
a limited range of external validity [26].

No consensus has been reached on how to appropriately 
design and interpret an external evaluation study. The sec-
tion dedicated to “model validation” in the FDA population 
pharmacokinetics guidance for industry, recently published 
in 2022, provided no additional insight on external evalua-
tion methodology since the draft guidance published in 1999 
[22]. Additionally, some guidelines on reporting population 
PK studies do not address the topic of external evaluations at 
all [27]. As a result, significant variability remains in regard 
to study design, statistical methodology, and reporting [24]. 
It has been shown that external evaluation of models for 
antibiotics is only performed for about 7% of published PK 
models, probably due to the lack of guidance. Of the 32 stud-
ies included in the review by Cheng et al. [24], 30 (93.8%) 
studies used prediction-based diagnostics. The accuracy 
of models was evaluated by using several commonly used 
metrics such as prediction error (PE), mean prediction error 
(MPE), and absolute prediction error (APE), while mean 
absolute prediction error (MAPE) and root mean squared 
error (RMSE) were commonly used to assess the precision 
of models. Fifteen (46.9%) studies used simulation-based 
diagnostics (visual predictive check [VPC] and normalised 
prediction distribution error [NPDE]). Eight (25%) studies 
used Bayesian forecasting) [28].

4  Metrics and Acceptability Thresholds 

Although Sheiner and Beal were the first to propose the 
MPE and the RMSE as metrics to evaluate the predictive 
performance of a PK model in 1981 [20], prediction-based 

external evaluation studies were not introduced in the litera-
ture until the early 1990s with Short et al. [29] being among 
the first. The authors externally evaluated the bias (MPE) 
and imprecision (MAPE) of a propofol PK model devel-
oped by Marsh et al. [30]. Although no threshold values 
were prospectively defined, the model developed by Marsh 
et al was considered not appropriate in the Short et al study 
population due to high bias and imprecision (− 18.5% and 
24.8%, respectively). The authors then re-estimated the PK 
parameters and repeated the external evaluation, after which 
a significant drop in bias was observed. Additional predic-
tion-based metrics have been proposed since for a priori and 
posteriori dosing, including divergence, wobble, or the pro-
portion of the PE% falling within a certain percent threshold 
(e.g.,  F5,  F10, or  F15) [24, 31, 32], and the choice of either 
one for external evaluation remains subjective and arbitrary. 
A summary of common statistical metrics used in external 
evaluation studies is presented in Table 1.

Simulation-based diagnostics of PK models appeared in 
the mid-1990s [33] and have grown in popularity since the 
early 2000s. A particularly popular evaluation tool is the 
VPC. In 2005, Holford proposed the VPC as being more 
objective than standard diagnostic plots (observed vs pre-
dicted concentrations along with weighted and unweighted 
residuals) for model evaluation and has been widely applied 
to external evaluation studies since then [34–36]. However, 
a VPC may be uninformative if it is applied to data from 
clinical practice with large variability in doses and dos-
ing intervals as well as when continuous or many combi-
nations of different categorical covariates are used. In this 
regard, a variation of the VPC, the prediction-corrected 
VPC (pcVPC), has been proposed by Bergstrand et al in 
2011 [37] to be readily applicable to these types of studies. 
The method involves dividing all observations in a certain 
time-bin by the average observed value in that bin [37]. 
However, a major limitation of this method is that it may 
not accurately reflect the model’s performance if the dif-
ferences in observations are due to variations in dosing or 

Table 1  Common statistical metrics used for external evaluation

Abbreviation Definition

APE Absolute prediction error
MAPE Mean absolute prediction error
MDAPE Median absolute prediction error
MDPE Median prediction error
MPE Mean prediction error
NDPE Normalised distribution prediction error
pcVPC Prediction-corrected visual predictive check
PE Prediction error
RMSE Root mean squared error
VPC Visual predictive check
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covariate values. In 2006, Mentré and Escolano proposed 
another simulation-based model evaluation tool, called pre-
diction discrepancy (pd), which takes into account the full 
predictive distribution of each observation [38]. The authors 
showed that their method exhibited improved statistical 
properties rather than weighted residuals, but that multiple 
observations per subject increased the probability of a type 
I error for the Kolmogorov-Smirnov normality test. Given 
that more than one observation is usually available per sub-
ject (i.e., observations are correlated within each subject), 
Brendel et al proposed a decorrelated version of the pd, the 
NPDE, which accounts for the correlation between multiple 
observations within an individual [39]. A major advantage 
of the NDPE is that, unlike VPCs, it provides both visual 
and numerical outputs.

Model acceptability criteria are not consistent across pub-
lished studies for antibiotics, which hinders comparability 
between publications. For instance, reported threshold val-
ues for MPE range between < ± 20–30% and < 30–35% for 
MAPE [24]. However, authors generally reference publi-
cations from distinct pharmacological classes as justifica-
tion. For example, Zhang et al. [40] externally evaluated a 
vancomycin population model and considered that a MAPE 
value of < 35% was acceptable based on the same threshold 
value reported by Hu et al. [41] who externally evaluated 
eight tacrolimus population models. Hu et al justified their 
MAPE threshold value by referencing a cyclosporin external 
evaluation study published by Mao et al. [42]. The authors 
stated that a model was arbitrarily considered to be clini-
cally acceptable when the median prediction error (MDPE) 
≤ ± 15% and MAPE ≤30%. Metrics proposed by Varvel 
et al in 1992, such as the MDPE and the median absolute 
prediction error (MDAPE), are also typically used for exter-
nal evaluations [43]. The consensus across published studies 
is that threshold values for model acceptability are between 
− 20 and 20% for bias and < 30% for imprecision. This 
was first reported by Miyabe-Nishiwaki et al. [44] and was 
justified by referencing a chapter of Miller’s Anaesthesia 
[45]. The threshold values were arbitrarily determined by 
the authors because the textbook states that in many stud-
ies evaluating predictive performance of anaesthetic popu-
lation PK models for target-controlled infusion pumps, 
MDPE values were generally around 20–30% [45–48]. 
These thresholds have largely been applied to other drug 
classes, including antibiotics, to assess model acceptabil-
ity [49, 50]. As another example, Guo et al. [51] externally 
evaluated several vancomycin population PK models and 
stated that they regarded a population PK model as valid for 
their clinical setting when both the MPE and MDPE were 
less than 20%. The authors chose this cut-off value because 
“the risk of unrightfully adjusting the dose based on a con-
centration above or below the target window while the actual 
concentration is on target is minimal”. The authors gave an 

example showing that a vancomycin trough being 20% under 
or over the median target value of 20 mg/L (for a 15–25 
mg/L range, paper published before the 2020 guidelines) 
would still be in the therapeutic range. However, the authors 
failed to mention that if the actual concentrations were 
on either end of the therapeutic range, a 20% error could 
result in an inappropriate trough. Another issue limiting 
comparability between studies is that some authors report 
their external evaluation values for bias and imprecision in 
concentration units rather than percentages, making it dif-
ficult to assess whether they are above or below previously 
reported thresholds [52]. However, in some cases it may be 
valuable to report actual values for error as well as percent 
error, particularly when the error does not depend on the 
true value itself (i.e., additive error). Overall, the lack of a 
scientific basis to determine whether a model is acceptable 
for its intended use is problematic and could result in inap-
propriate dose recommendations.

We believe that the different metrics used, and their 
acceptability thresholds, should be tailored to the goals of 
the evaluation, as different models may be appropriate for 
different purposes, as well as consider any potential external 
factors that may impact the results of the evaluation.

5  Fit‑for‑Purpose Evaluations and Factors 
that Influence Them

Fit-for-purpose external evaluations are generally defined 
by their clinical needs [24]. Therefore, several aspects of 
the model should be assessed according to the objective 
of the evaluation. Most population models have not been 
developed with the intention of being used for MIPD [53]. 
In fact, model evaluation is usually guided by the a priori 
approach to predict an optimal starting dose given that 
the tools needed for Bayesian forecasting are not typically 
available [1]. However, in a MIPD setting, a priori pre-
dictive performance, depiction of PK variability compo-
nents of the model using simulation-based diagnostics, 
and, most importantly, Bayesian forecasting (including 
bias and imprecision of forecasted concentrations as well 
as their impact on PK/PD target attainment and result-
ing dose recommendations) should all be evaluated [53]. 
However, this not always the case in published studies. For 
instance, some authors [51, 54] emphasise the importance 
of Bayesian approaches to optimise TDM and dose indi-
vidualisation but fail to compute bias or imprecision for 
individual-predicted concentrations to assess a posteriori 
predictive performance. Drawing conclusions from a priori 
predictions when the goal of the evaluation is to use the 
model for dose individualisation wrongfully assumes that 
the population used for model development will be exactly 
the same as the one in which the tool will be implemented 
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[55]. It is expected that the independent population used 
for evaluation should be similar to that of the one used 
for model development in terms of demographic, clinical 
and drug administration characteristics for the validation 
to be successful [31]. While several external evaluation 
studies are available, no data exist regarding the influence 
of these factors on the predictive performance of a model 
and whether acceptability thresholds should be adjusted 
to these factors. More specifically, some aspects of the 
study design, such as sample size and number of samples 
per patient, are variables that could influence the results 
of an external evaluation. Furthermore, pharmacological 
class and therapeutic index are also factors that may influ-
ence the interpretation of an external evaluation study. 
For example, a 20% bias should not have the same clini-
cal significance for narrow therapeutic index drugs (e.g., 
vancomycin) than for large therapeutic index drugs (e.g., 
piperacillin), suggesting that threshold values for the latter 
could be less conservative. There also are several factors 
that can influence the variability of cut-off values for the 
metrics used in external evaluation studies, in addition 
to the wide/narrow therapeutic range of the drug. One 
important factor is the coefficient of variation (CV%) of 
the assay used to measure drug concentrations, as a higher 
CV% results in greater variability in the measured concen-
trations. For instance, Graves et al performed a simulation 
study on the impact of assay variability on PK parameter 
estimation and found that bias increased with the magni-
tude of the assay error [56]. Clinical judgement can also 
play a role in determining the appropriate cut-offs, as the 
acceptable level of error may vary depending on the spe-
cific clinical context and the potential consequences of 
incorrect dosing. The objective of the evaluation (i.e., a 
priori or a posteriori dosing) should also be considered and 
clearly stated in an external evaluation study (i.e., what 
the authors will do with the validated model). Other vari-
ables that can influence the results of an external evalua-
tion include number of samples per patient [57], and the 
magnitude of inter- and intra-individual variability [58].

Besides the fact that few investigators are fully familiar 
with the concept, there are some pharmaco-statistical issues 
that need to be considered when using maximum a posteriori 
probability (MAP) Bayesian control in a clinical setting. For 
instance, the choice of prior distribution for the model can 
have a significant impact on the results, particularly if the 
patient does not resemble the population from which the PK 
model was derived. Inaccurate prior assumptions can lead 
to biased posterior PK estimates, poor prediction accuracy, 
and inadequate dosing recommendations. However, without 
clear guidelines on how to evaluate the appropriateness of 
the PK model for a specific patient, the investigator may not 
know if the chosen model is appropriate (from either a sta-
tistical or a clinical standpoint). In this case, the investigator 

must be aware of the limitations and know how to evaluate 
the model so that it is for fit-for-purpose.

While it is still unknown how these external factors influ-
ence the results of external evaluation studies, new research 
is emerging, particularly in the field of machine learning, 
where new methods and approaches are being developed to 
help researchers and clinicians select the most appropriate 
model for their specific needs.

6  Emerging Approaches for Model Selection 
in MIPD 

To overcome some of the challenges associated with model 
selection and validation, especially when many models 
are available for a single drug, new approaches have been 
developed to enable easier implementation of MIPD into 
clinical practice, including model selection/averaging algo-
rithms and machine learning (boosting algorithms and neu-
ral networks).

Although there have been some attempts to use model 
averaging techniques to aid decision making during Phase 
II/III dose-finding trials [59–61], only recently has increas-
ing interest in model averaging techniques been applied to 
Bayesian forecasting methods [13, 62, 63]. Multi-model 
selection and averaging algorithms have been proposed by 
Uster et al and incorporated into the TDMx software [64]. 
Using vancomycin as a case study, the authors derived an 
algorithm which automates the model selection process 
and finds the most adapted model for an individual patient 
among a set of candidate models or averages the predictions 
of all candidate models proportionally weighted to their ret-
rospective model fit [13]. The authors found that predictive 
performance was better after model averaging than for the 
best single model. Similar findings were reported by the 
same research group in other studies [62, 63].

Machine learning (ML) is playing an increasingly impor-
tant role in the optimisation of personalised dosing strat-
egies. It has enabled models to analyse and automatically 
learn from a vast range of electronic health records using 
advanced statistical and probabilistic techniques without 
being explicitly programmed [65]. In fact, Brier et al were 
some of the first authors to apply ML algorithms to PK data-
sets [66]. The authors compared observed peak and trough 
gentamicin concentrations with predicted concentrations 
from a parametric non-linear mixed effects model and arti-
ficial neural networks and found that both approaches dis-
played equivalent accuracy. More recently, several studies 
have reported using ML approaches (mainly boosting algo-
rithms) to improve TDM performance [67–69]. However, 
only Lee et al have applied ML to select the most appropriate 
vancomycin model for an individual patient to be used for 
Bayesian forecasting [70]. They developed a model classifier 
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(using learning data from 900,000 simulated patients), 
which assigns an individual patient to one of nine popula-
tion PK models that most closely resembles the patient’s PK 
parameters. To assess the performance of their approach, 
the authors performed an external evaluation using a simu-
lated validation dataset consisting of 4000 virtual patients 
and predicted the vancomycin area under the concentration-
time curve after a single dose and at steady-state (using the 
estimated clearance) using either a single model or a ML-
selected or ML-weighted average model. They found that 
the non-weighted arithmetic mean of predictions from the 
nine individual models outperformed the ML approach when 
only troughs were available in the validation dataset, both in 
terms of bias and imprecision. However, as the number of 
samples per patient increased, the ML approach led to better 
accuracy and precision.

7  Future Research

It is likely that various factors will influence the results of an 
external evaluation study. As such, we believe that thresh-
olds for defining model acceptability should not be the same 
for all drugs and study designs. For example, should thresh-
old values be more conservative for models to be used for 
a posteriori dosing? We have previously proposed that bias 
and imprecision for individual-predicted tobramycin con-
centrations should be more conservative (i.e., −5% ≤ MDPE 
≤ 5% and MDAPE ≤ 15%) if the goal of the evaluation is 
to use the validated model for Bayesian forecasting [31]. 
Further research could explore whether bias or imprecision 
is influenced by the objective of the evaluation. Also, the 
influence of sample size and number of samples per patient 
in external evaluation studies should be explored. While 
no evidence has been previously published to address that 
question, it is known that increasing sample size improves 
the predictive performance of a pharmacokinetic model dur-
ing model development [71]. Future research could explore 
what the minimum sample size should be for an external 
evaluation study and whether an increased number of sam-
ples per patient could compensate for a reduced sample 
size. Furthermore, the impact of varying threshold values 
of prediction-based metrics and the use of “non-validated” 
models on dosing recommendations is still unknown and 
warrants investigation. Additionally, there is a need for 
more prospective validation studies post-implementation of 
PK models in Bayesian software to evaluate the impact of 
model-informed precision dosing on patient outcomes and 
to identify any potential issues or challenges that may arise 
in clinical practice.

In conclusion, the lack of guidelines on external evalu-
ation studies of population PK models poses a significant 
challenge for the accurate and reliable use of these models in 

clinical practice. The confusion around the choice of statisti-
cal metrics and acceptability criteria emphasises the need for 
further research to fill this methodological gap as there is 
an urgent need for the development of standards and guide-
lines for external evaluation studies. Addressing these issues 
will ultimately lead to better informed dosing decisions and 
improved patient care.
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